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RHIC beam energy scan

Reaching from
√
sNN = 200

GeV down to FAIR energies√
sNN ≈ 5 GeV.

QGP volume and lifetime
decreases with decreasing√
sNN ⇒ signals (jet

quenching, strong collective
flow, etc.) should turn off at
some point

628 G. Odyniec

the boundary between Quark-Gluon Plasma (QGP) and the hadronic phases
would be a major breakthrough and it would surely place RHIC results in
all text books around the world.

The main question of interest is, of course, whether this critical point
exists at all, and if it does, whether it can be found experimentally. So
far, theory is not able to provide much detailed information about the QCD
phase diagram. Only the “edges” of the QCD phase diagram are believed to
be somewhat understood: the latest lattice QCD calculations [1] predict a
cross over phase transition from a hadronic gas to a QGP phase at baryon
chemical potential µB ∼ 0 and critical temperature Tc ∼ 150–170MeV (top-
left in Fig. 1), while several QCD based calculations [2] show that at lower T
and high baryon chemical potential (right in Fig. 1) a first order phase
transition may take place. The point in the QCD phase diagram, where the
first order phase transition ends would be the QCD CP. Considering both
arguments, one concludes that there must be a critical point at intermediate
T and µB. Even though the position of the critical point as well as the
location of the phase boundaries are not yet known, various QCD lattice
calculations suggest that the most probable location of CP would be in the
µB interval between 150 and 500MeV (a significant uncertainty in these
estimates comes from the fact that systematic errors of lattice calculations
are neither understood nor constrained).

39 GeV

27 GeV

19.6 GeV

11.5 GeV

7.7 GeV

5.5 GeV

Baryon Chemical Potential  B (MeV)

Te
m
p
er
at
u
re

(M
eV

)

200

0

100

10005000

300

750250

QuarkGluon Plasma

Color
Super

conductor

200 GeV

Hadronic Gas

62.4 GeV

Fig. 1. A cartoon of the RHIC BES program coverage of the QCD Phase Dia-
gram. White (yellow) trajectories represent schematics of the collision evolution
at different energies of the BES program. The circle (red) symbolizes the critical
point.

Picture taken from G. Odyniec, Acta Phys. Polon. B 43, 627 (2012).

J. Auvinen (Duke University) Hybrid model statistical analysis Jul 01, 2015 3 / 22



Introduction Statistical analysis Hybrid model results Summary

Transport + hydrodynamics hybrid model
I. A. Karpenko et al. PRC91, 064901 (2015), arXiv:1502.01978

Image source: S. A. Bass

• Initial State from UrQMD1 hadron+strings cascade
• Start the hydrodynamical evolution when nuclei have passed through
each other: τ0 ≥ 2Rnucleus√

γ2CM−1

• Particle properties (energy, baryon number) to densities: 3D Gaussians
with “smearing” parameters Rtrans, Rlong (≡

√
2σ)

• 3+1D viscous hydrodynamics2 with viscosity parameter η/s
• Transition from hydro back to transport (“particlization”) when energy
density ε ≤ εC

1S. A. Bass et al., Prog. Part. Nucl. Phys. 41, 255 (1998), M. Bleicher et al., J. Phys. G 25, 1859 (1999).
2Iu. Karpenko et al., Comput.Phys.Commun. 185, 3016 (2014).
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The modeling problem

Model parameters (input): ~x = (x1, ..., xn)
(τ0, Rtrans, Rlong, η/s, εC)

⇓
Model output ~y = (y1, ..., ym) ⇔ Experimental values ~y exp

(Nch, 〈pT 〉, v2,...)

Goal: Find the “true” values of the input parameters, for which ~x∗ ⇒ ~y exp.
What is the level of uncertainty associated with the proposed values?
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Bayesian analysis

• Bayes’ theorem:
Given a set X = {~xk}Nk=1 of points in parameter space and a
corresponding set Y = {~yk}Nk=1 of points in observable space,

P (~x∗|X,Y, ~y exp) ∝ P (X,Y, ~y exp|~x∗)P (~x∗)

• P (~x∗|X,Y, ~y exp) is the posterior probability distribution of ~x∗ for
given (X,Y, ~y exp)

• P (~x∗) is the prior probability distribution (simplest case: ranges of
parameter values)

• P (X,Y, ~y exp|~x∗) is the likelihood of (X,Y, ~y exp) for given ~x∗

(to be determined with statistical analysis)
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Likelihood function

P (X,Y, ~y exp|~x∗) ∝ exp
(
−1

2(~y∗ − ~y exp)TΣ−1(~y∗ − ~y exp)
)
,

where
• ~y∗ is model output for the input parameter point ~x∗

• Σ is the covariance matrix. In this study Σ = diag(σ2), with σ ≈ 0.05
as a global estimate of relative uncertainty associated with comparing
~y∗ to ~y exp

⇒ Need a way to predict model output for arbitrary input parameter point
⇒ Model emulation using Gaussian processes
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Gaussian process

Assumption: Set Ya of values of observable ya, corresponding to set X of
points in parameter space, has a multivariate normal distribution:

Ya ∼ N (µ,Σ)

where µ = µ(X) = {µ(x1), ..., µ(xN )} is the mean and

Σ = σ(X,X) =

σ(~x1, ~x1) · · · σ(~x1, ~xN )
...

. . .
...

σ(~xN , ~x1) · · · σ(~xN , ~xN )


is the covariance matrix with covariance function σ(~x, ~x′)
(model-dependent choice; constant, linear, exponential, periodic, ...).
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Gaussian process

Choice: Squared-exponential covariance function with a noise term

σ(~x, ~x′) = θ0 exp

(
−

n∑
i=1

(xi − x′i)2

2θ2
i

)
+ θnoiseδ~x~x′

The hyperparameters ~θ = (θ0, θ1, ...θn, θnoise) are not known a priori and
must be estimated from the given data

⇒ emulator training: Maximise the marginal likelihood (aka “evidence”)

logP (Y |X, ~θ) = −1

2
Y TΣ−1(X, ~θ)Y︸ ︷︷ ︸

data fit

−1

2
log |Σ(X, ~θ)|︸ ︷︷ ︸

complexity penalty

−N
2

log(2π)︸ ︷︷ ︸
normalization
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1-D example
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Original: θ2x = 0.25, θn = 0.04
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After training: θ2x = 0.135, θn = 0.027
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Principal component analysis

m observables ⇒ m Gaussian processes

Number of emulators can be reduced with principal component analysis:

• Construct orthogonal linear combinations of observables (= principal
components) by performing an eigenvalue decomposition on the
covariance matrix

• Eigenvalue λi represents the variance explained by principal
component pi

• Select the number of principal components which together explain
desired fraction of total variance; often only a few PCs are needed to
explain 99% of the variance

J. Auvinen (Duke University) Hybrid model statistical analysis Jul 01, 2015 11 / 22



Introduction Statistical analysis Hybrid model results Summary

Principal component analysis

N simulation points, m observables ⇒ N x m data matrix Y
• Center the data by subtracting the mean of each observable from all
points

• Eigenvalue decomposition: Y TY = UΛUT ; U (m x m) eigenvector
matrix, Λ = diag(λ1...λm) eigenvalue matrix, λ1 ≥ λ2 ≥ ... ≥ λm
⇒ (N x m) observable matrix in principal component space:
Z =

√
NY U

• Fraction of variance explained by principal component q: V (q) =
λq
m∑
i=1

λi

• V (q) ≈ 0 starting from some i < q < m⇒ Reduced-dimension
transformation Zq =

√
NY Uq with minimal loss of precision
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Markov Chain Monte Carlo
The posterior distribution p(x|y) is sampled with Markov Chain Monte
Carlo (MCMC) method
• Random walk in parameter space, where each step is accepted or
rejected based on a relative likelihood

• Converges to posterior distribution as number of steps N →∞
• Common example: Metropolis-Hastings algorithm

• Given position x(t), sample proposal position x′ from a transition
distribution Q(x′;x(t)) (should be symmetric; typically Gaussian)

• Accept the proposal with probability p(x′|y)
p(x(t)|y)

Q(x(t);x′)
Q(x′;x(t))

• Acceptance fraction of steps measures the quality of random walk;
should be 0.2-0.53

• Autocorrelation time = Number of steps between independent samples
“Burn-in” takes a few autocorrelations,
gathering enough samples ∼ O(10) autocorrelations

3D. Foreman-Mackey et al., Publ. Astron. Soc. Pacific 125, 306 (2013), arXiv:1202.3665
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Analysis procedure

Verify normal distribution of observables
(apply a transformation if necessary)

⇓
Scale with experimental values ⇒ Unitless quantities of the order (O(1))

Center the data by subtracting the mean
⇓

Principal component analysis ⇒ Determine required number of Gaussian
processes
⇓

Train the emulator(s)
⇓

Calibrate on experimental data by running MCMC
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Investigated parameter ranges

• Shear viscosity over entropy density η/s: 0.001 - 0.3
• Transport-to-hydro transition time τ0: 0.4 - 2.0 fm
• Transverse Gaussian smearing of particles Rtrans: 0.5 - 2.1 fm
• Longitudinal Gaussian smearing of particles Rlong: 0.5 - 2.1 fm
• Hydro-to-transport transition energy density εC : 0.15 - 0.75 GeV/fm3

Latin hypercube sampling used for sampling the simulation points; covers
the parameter space in more robust way compared to pure random sampling

J. Auvinen (Duke University) Hybrid model statistical analysis Jul 01, 2015 15 / 22



Introduction Statistical analysis Hybrid model results Summary

Investigated observables

• Nch in |η| < 0.5 in (0-5)%, (10-20)% centrality
STAR, PRC79, 034909 (2009)

• Np̄ at y = 0 in (0-15)%, (15-35)% centrality
PHOBOS, PRC75, 024910 (2007)

• dNch/dη at η = 1.1 in (0-3)%, (20-25)% centrality
PHOBOS, PRC83, 024913 (2011)

• 〈pT 〉 for π−,K+ in (0-5)%, (20-30)% centrality
STAR, PRC79, 034909 (2009)

• dN/dpT for π−,K+ at pT = 0.3, 0.5 GeV at y = 0.8
in (0-15)%, (15-30)% centrality

PHOBOS, PRC75, 024910 (2007)

• v2{EP} in |η| < 0.3 in (10-40)% centrality
STAR, PRC86, 054908 (2012)
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Nch + Np̄

Results preliminary
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Nch + Np̄ + 〈pT 〉

Results preliminary
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Nch + Np̄ + 〈pT 〉 + v2

Results preliminary
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Nch + Np̄ + 〈pT 〉 + dN
dpT

(π,K) + v2

Results preliminary
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Summary

• Gaussian processes allow the emulation of complex models, making it
possible to investigate multidimensional parameter spaces within
reasonable computational effort

• Findings from the analysis of a transport+hydro+transport hybrid
model:

• 〈pT 〉 constrains hydro-to-transport switching energy density εC to
≈ 0.35 GeV/fm3.

• 〈pT 〉 and v2 together constrain η/s to ≈ 0.1.
• dN/pT does not seem to provide any strong additional constraints
• Initial state parameters τ0, Rtrans and Rlong remain largely

unconstrained by the investigated set of observables
(Investigate HBT? More baryon-related observables?).
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Extra slides

Box-Cox transformation

• Gaussian process assumes normally distributed data
• However, many times data is skewed; distribution peaks at values
smaller or larger than mean

⇒ Try to fix the skew with Box-Cox transformation4 y → y(λ):

y(λ) =

{
(yλ − 1)/λ : λ 6= 0
log y : λ = 0

• Assumes y > 0; shift if necessary
• Normality not guaranteed: Apply normality tests on y(λ)

(D’Agostino-Pearson, Shapiro-Wilk, Anderson-Darling...)

4G.E.P. Box and D.R. Cox, Journal of the Royal Statistical Society B, 26, 211 (1964)
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